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Abstract – Patient care systems are widely increased due to large 

population and huge health issues. The patient health records and 

the details should be managed properly fast quick data analysis 

and retrieval. The proposed system is aimed to apply machine 

learning techniques to effectively predict and manage patient 

flow. A new patient care framework is proposed with the machine 

learning techniques, which performs effective feature selection, 

prediction and formulates the estimation problem via non-linear 

model The proposed approach enhances the existing technique 

alternating direction method of multipliers (ADMM) by 

considering class imbalance issues. To achieve the above, a new 

framework named as non-parametric self sampling technique 

(NPSS), which consist of three algorithms such as OSCI-Over 

Sampling Class Imbalance with non-parametric model and auto 

regressive hidden markov model is proposed. This effectively 

mines the patient records and predicts the patient flow in various 

care units. The proposed work handles large, dynamic and patient 

sequential data with high prediction accuracy.  In addition, a 

strong and hidden feature selection and learning is performed by 

applying the auto regressive techniques with hidden markov 

model. The class imbalance on the learning and prediction model 

is concentrated. This blends the training data and regenerates the 

dataset. Finally the proposed system shows the performance in 

terms of accuracy of predicting the destination critical unit care. 

1. INTRODUCTION 

The demand of care units are increased due to large population 

[1]. Effective patient care will reduce the waiting time in the 

emergency unit. This data collection and management is very 

crucial and need many improvements and enhancements. So, 

an effective patient care system is necessary. Data mining 

techniques are well adopted for many types of applications, 

specifically for the medical field.  In the medical domain, 

predicting patient flow in the emergency unit and managing 

their clinical improvements and treatment progression along 

with the available emergency care resources are very 

important. There is no specific machine learning technique is 

available to handle such emergency care unit, so the proposed 

work initiates a data mining technique to predict patient flow 

in the healthcare domain. The proposed work aims to address 

the problem of patient flow prediction from the random 

sequential medical records. It effectively mines the continuous 

document clinic documents and predicts the patient flow and 

required resources. 

2. PROBLEM DEFINITION 

The main problem of patient flow prediction is handling the 

continuous patient health documents. Solving this issue will 

help to perform quick decisions and proper planning of hospital 

resources. However, solving these issues is very tough task due 

to many factors like huge data set, lack of resources, and 

uncertain document flows.  And it also creates several issues 

on machine learning techniques such as time sensitivity, 

learning issues [2][3][4], classification and prediction issues. 

These techniques have several steps such as feature selection, 

data sparsity and class imbalance detection, and prediction 

techniques. The first feature selection is performed on the 

patient profile, treatments, medications and diagnosis reports. 

The correlation between these features is not completely 

defined, and among all the features, it is difficult to find the 

important factors that will detect the prediction process. Every 

feature selection process has generally depends on a specific 

model of patient feature selection process. 

3. LITERATURE SURVEY 

In the paper [5] authors have proposed an improved Kernel 

Learning with Individual Physique Indicators (KLIPI) model 

for mining medical record. This model is based on multi-

dimensional Hawkes model. This captures the incidents of the 

patient diseases and their past medical history. The KLIPI 

model indicates the relationship between different kinds of 

diseases and disease evolvement as well. The authors have 

introduced a parameter representing individual physique and 

use Gaussian kernel density estimator for the estimation of the 

kernel function.  The experiments of the KLIPI shoes the 

modifications both increase the accuracy of prediction on 

disease evolvement. The KLIPI Hawkes model outperforms 

Markov in disease prediction.  However, there are several 

drawbacks and backlogs are found in the techniques. The 

approach is not suitable for continuous and time series data, 

and it creates class imbalance issues while prediction process 

is made. The accuracy of the prediction is very low. 
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In the paper [6], authors have concentrated on the class 

imbalance problem by adjusting the f-measure and kernel 

scaling. Here the author discussed various issues and impact of 

class imbalance. Authors have presented a classification 

procedure based on Support Vector Machine. The approach 

reduces the misclassification issues. However, the approach 

doesn’t consider sequential datasets. And the multiple health 

features are not handled in this approach. 

In the paper [7], authors have developed an ensemble method 

for dealing with the binary-class imbalance problems. Different 

from the conventional sampling methods, cost-sensitive 

learning methods, and Bagging and Boosting based ensemble 

methods, the method does not change the original class 

distribution, and does not suffer from information loss or 

unexpected mistakes that may be caused by these conventional 

methods via increasing the minority class instances or 

decreasing the majority ones. This technique, firstly converts 

the imbalanced binary-class data into multiple balanced binary-

class data. This is achieved by applying random splitting or 

clustering to the majority class instances. After that, a specific 

classification algorithm is applied to the multiple balanced 

binary-class data to build multiple classifiers. Finally, the 

classification results of these binary classifiers for a new data 

are combined with a specific ensemble rule. Five new ensemble 

rules including MaxDistance, MinDistance, ProDistance, 

MajDistance and SumDistance, which depict the relationship 

between a new problem and the historical data, are presented. 

In the paper [8], authors have used random balance technique, 

which is an ensemble approach with numerous existing 

classifiers to handle imbalance data’s. The main idea behind 

this method is combining the features of different classifier and 

performs random selection over it. The new ensemble method 

named as RB-boost combines the existing Adaboost algorithm. 

This randomly selects data proportion for combining and 

generating new one. Authors have used many dataset and 

performed class imbalance data classification. The main 

drawback in the RB-Boost technique is it doesn’t considered 

the intrinsic characters and noise elimination process were not 

used. These limitations need to be studied with dynamic 

electronic patient health records. 

In the paper [9], authors have concentrated on patient flow 

detection from the electronic health records [EHR]. However, 

there are several techniques have proposed earlier to handle 

different types of machine learning algorithms, this paper is 

developed with NPSS to handle the patient health record, 

prediction of patient flow along with the resource prediction 

approaches. The authors have also concentrated on the 

maximum likelihood estimation process via discriminative 

learning algorithm. This provides an efficient learning method 

on HER. The approach obtains high accuracy in the given 

dataset samples and certain parameters have not yet performed 

on such factors like time duration. 

The authors have used the alternating direction method of 

multipliers (ADMM) [10], which is an algorithm that resolves 

the convex optimization problems. The ADMM used 

Discriminative Learning of Mutually-Correcting (DLMC) 

algorithm with parametric approaches. This reduces the 

problem by segmenting them into small chunks. This process 

makes the application execution easier.  From the detailed 

analysis, the proposed system is designed and developed NPSS 

approach. This approach aims to mine the EHR with dynamic 

flow records. 

The existing mutually correlated process is replaced with 

several other approaches such as Modulated Poisson processes 

(MPP) [12], which applies the logistic regression in 

multinomial way. And another approach is Self-correcting 

process (SCP). Similar to the MPP method, the SCP method 

replaces the mutually-correcting process with the self-

correcting process. 

4. PROPOSED SYSTEM 

Patient care systems are widely increased due to large 

population and huge health issues. The patient health records 

and the details should be managed properly fast quick data 

analysis and retrieval. The proposed system is aimed to apply 

machine learning techniques to effectively predict and manage 

patient flow. A new patient care framework is proposed with 

the machine learning techniques, which performs effective 

feature selection, prediction and formulates the estimation 

problem via non-linear model.  The proposed approach 

enhances the existing technique alternating direction method of 

multipliers (ADMM) by considering class imbalance issues.  

The followings are the contribution of the proposed system. 

 Auto-regressive model with hidden markov model, which 

improved and developed as a nonparametric model. 

 Sampling technique is used to perform the class 

imbalance issues. 

 Aim to improve the prediction accuracy. 

The proposed system handles the dynamic event sequences by 

adopting new techniques. This has the ability to handle 

temporal dynamic events with high dimensional view.  An 

improved discriminative learning based algorithm for the point 

process model is proposed, which combines the auto regressive 

and hidden markov model. The proposed work handles the 

feature selection problem by adopting the previous technique 

[11] and the imbalance of data are considered in the proposed 

learning algorithm. Finally, the sampling techniques have been 

proposed to handle the data imbalance problem, this effectively 

improves the accuracy of the prediction. 

4.1 Auto-regressive model with hidden markov model: 

The existing HMM (hidden Markov Model) is enhanced and 

developed as a nonparametric model with the help of auto 
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regressive techniques. This helps to find the unobserved or 

hidden states of the patient health record. This analysis is made 

with the historical information’s of the patient such as medical 

diagnosis; treatment information etc. this process effectively 

summarizes the patient flow from the historical datasets. This 

can effectively find the probability of observed sequences. The 

improved Auto-regressive(AR) model with hidden markov 

model assumes the probability of the next state at the time 

series “i” is depends on the current hidden state and high 

priority historical information shown in equation 1.0. For all 

time series, the hidden factor is analyzed and prioritized by the 

AR- values. 

H(Mi+1|Mi, Mi-1,…M0)=H(Mi+1|Mi) Eq(1.0) 

This also represents the statistical correlation between two 

states at the time of analysis. The hidden state is denoted as 

“S”, and the emission are denoted as “E” for the time series “i”. 

This will facilitate the dependencies between every state 

Si….Sn with the Ei…En; using this combination and 

correlation process, the system avoids the over fitting 

problems. The high priority features are integrated in to the 

prediction process, so the proposed system will reduce the 

prediction delay. 

4.2 Proposed sampling technique: 

With the help of the auto regressive hidden markov model, the 

hidden features are identified and thus improve the prediction 

model. The class imbalance issues have discussed by many 

authors and provided many techniques on it. The proposed 

system utilizes a new sampling technique, which adopted with 

the hidden feature detection process. This contains the 

following steps. 

Step 1: Class Division: 

The data sets are partitioned into majority and minority subsets. 

As the concentration is on over sampling, the minority data 

subset was taken for further analysis and data increasing.  

Step 2: Hidden Feature Subset Selection  

In the next step of the proposed work finds the noisy data from 

the majority subset and that will be treated first. The minority 

class analysis is performed with the basic comparison and 

effectively divides the total dataset into equal parts. . One of 

the ways for finding the weak instances is to find most 

influencing attributes or features and then removing ranges of 

the noisy or weak attributes relating to that feature. The most 

influencing attribute can be found is by using the existing 

feature selection techniques. 

Step 3: Selection of Feature Class label: 

The noisy records relating to those least scored features can be 

chosen from the data set and this can be eliminated to reduce 

the majority class samples. 

Step 4: Developing the Modified Data Set and classification: 

The minority subset and the stronger majority subset are 

combined to form a strong and balance data set, which is used 

for learning a base algorithm. In this case C5.0 was used as the 

classification algorithm. The C5 algorithm avoids the over 

fitting problem and reduces much iterations. The proposed 

system utilized the non-parametric machine learning approach 

along with the AR-HMM. 

The algorithm 1: The proposed algorithm presents all the above 

said steps for implementation of patient flow prediction and 

classification framework. The algorithm is given below, 

Algorithm 1: OSCI 

Input: A set of training samples, which contains Class C, and 

total instances I in every class. 

Output: sampling and classified result 

Steps: 

1. Initiate data collection D 

2. Find the class imbalance ratio IR and apply feature 

selection (Fs) on subset S.  

3. Find the correlation between the features F. 

4. Define threshold T for IR ratio , 

5. If (Ci<T) 

6. Perform oversampling. 

7. Repeat  step 5 for every class  

8. Train and learn a base classifier C5 

9. Return classified result R. 

The class imbalance issue is handled by the OSCI algorithm 

above. The proposed system performs the prediction and 

classification of patient flow based on the mutually correcting 

process. For example a patient in a specific care unit has the 

highest probability to be transferred to another care unit. This 

considers the previous time duration and predicts the expected 

move can be performed by the mutually correcting process. So 

it concludes the correlation between various features and 

classes should be identified. Using the AR based HMM, the 

hidden features can be detected. Finally a non- parametric 

machine learning algorithm has used to classify the patient data 

and helps in flow prediction. 

5. EXPERIMENTAL RESULTS 

Dataset: the implementation of the OSCI is performed on 

different types of patient health care dataset. The major dataset 

“Post-Operative Patient Data Set” is collected from UCI 

repository [13] and then modified to show the class imbalance 

problem. The dataset consist of 8 attributes, 90 instances and 3 
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classes. The dataset has unequally distributed. The class I 

contains 2 attributes, class S contains 24 attributes and the class 

A contains 64 attributes. By using this dataset, the class 

imbalance issue on patient classification is performed. 

The proposed system is compared with the existing technique 

ADMM with DLMC algorithm. For proving the performance 

of the proposed system along the existing method, the 

following measurements have measured: 

Prediction accuracy: The prediction accuracy P for each dataset 

d and the overall accuracy Pd are calculated as 

Pd = records correctly predicted (CR)/ total records (n) Eq(2.0) 

From the above formula, the total accuracy is calculated and 

compared. 

Table 1.0 accuracy comparison table 

Technique Accuracy (%) 

MPP 0.656 

SCP 0.618 

DMCP 0.652 

NPSS(OS-AR-HMM) 0.694 

 

 

Figure 1.0 Overall prediction accuracy for various methods 

The overall performance of the proposed system NPSS is 

compared with the existing MPP, SCP, DMCP. The proposed 

system shows high accuracy than the existing techniques. 

6. CONCLUSION 

Classifying patient electronic record and prediction patient 

flow in health care unit is done in the proposed system. The 

proposed system provides a non-parametric approach for 

predicting and classifying patient record. The approach utilizes 

the auto regressive hidden Markov model and over sampling 

technique to reduce the issues of class imbalance. Finding 

hidden features and performing appropriate oversampling is 

performed in the proposed system. Even though, there is 

several techniques have used in the literature to perform the 

event sequence analysis, the proposed AR-HMM performs 

better accuracy with the non-parametric machine learning 

algorithm C5.0. The experimental results on the accuracy 

metric are described with synthetic patient records.  

In future, the approach can be elaborated with real time patient 

care datasets along with the other classification algorithms. The 

proposed over sampling technique can be replaced by some 

other class imbalance techniques and that can be compared 

with the proposed system. 
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